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\textbf{Abstract}

In an earlier work, Elliott et al. [2006a, Stability of crystalline solids—II: application to temperature-induced martensitic phase transformations in bi-atomic crystals, Journal of the Mechanics and Physics of Solids 54(1), 193–232], the authors used temperature-dependent atomic potentials and path-following bifurcation techniques to solve the nonlinear equilibrium equations and find the temperature-induced martensitic phase transformations in stress-free, perfect, equi-atomic binary B2 crystals. Using the same theoretical framework, the current work adds the influence of stress to study the model’s stress-induced martensitic phase transformations.

The imposition of a uniaxial Biot stress on the austenite (B2) crystal, lowers the symmetry of the problem, compared to the stress-free case, and leads to a large number of stable equilibrium paths. To determine which ones are possible reversible martensitic transformations, we use the (kinematic) concept of the \textit{maximal Ericksen–Pitteri neighborhood} (max EPN) to select those equilibrium paths with lattice deformations that are closest, with respect to lattice-invariant shear, to the austenite phase and thus capable of a reversible transformation. It turns out that for our chosen parameters only one stable structure (distorted \textit{a}IrV) is found within the max EPN of the austenite in an appropriate stress window. The energy density of the corresponding configurations shows features of a stress-induced phase transformation between the higher symmetry austenite and lower symmetry martensite paths and suggests the existence of hysteretic stress–strain loops under isothermal load–unload conditions. Although the perfect crystal model developed in this work over-predicts many key material properties, such as the transformation stress and the Clausius–Clapeyron slope, when compared to real experimental values (based on actual polycrystalline specimens with defects), it is—to the authors’ knowledge—the first atomistic model that has been demonstrated to capture all essential trends and behavior observed in shape memory alloys.

\textcopyright 2010 Elsevier Ltd. All rights reserved.

\section{Introduction}

An interesting property of many crystalline materials is their ability to undergo solid-to-solid phase transformations when subjected to changes in temperature or applied load. Of interest here are diffusionless PTs, also termed martensitic or displacive transformations. These involve the material’s transformation from a high symmetry crystal structure, austenite, to a...
lower symmetry structure, *martensite*, by a coordinated motion of the crystal’s atoms in response to an instability. In such a transformation, neighboring atoms move small relative distances compared to their lattice spacing by a process that involves latent heat (a *first-order PT*). Of particular importance are *proper* MTs which exhibit a group–subgroup relation between the austenite and martensite phases, and are thus, likely to be reversible MTs.

An important technological application of these proper martensitic phase transformations involves shape memory alloys (SMAs) which exhibit two remarkable properties: the shape memory effect and pseudoelastic behavior. The first refers to the capability of the polycrystalline alloy to erase relatively large (up to 8%) mechanically induced strains by moderate temperature increases. The second pertains to the ability of the alloy to accommodate strains of this magnitude and recover upon unloading via a hysteretic stress–strain loop. Of the long list of alloys that exhibit these remarkable properties, NiTi-based alloys have the best memory and structural properties as polycrystals, and as a result, are the most popular and commercially viable (an excellent presentation of this subject can be found in Bhattacharya, 2003). It is for this reason that the present work takes an ordered equi-atomic binary alloy as our prototype for a shape memory alloy.

There is a voluminous literature on SMA modeling at different scales, the review of which is beyond the scope of this work. Of interest here are atomistic models for perfect SMA alloy crystals, which can simulate temperature- and stress-induced martensitic phase transformations. One can distinguish three different approaches in the atomistic modeling of SMAs:

First, at the most fundamental level, are the quantum mechanics based first-principles density function theory (DFT) methods. These methods are valuable for investigating the energy differences between many phases of a material and for studying the stability of these phases at 0 K (see Huang et al., 2002, 2003b; Parlinski and Parlinski-Wojtan, 2002; Parlinski et al., 2003; Ye et al., 1997). This approach allows one to calculate atomic-level information regarding energies, forces, and stresses independent of any empirical atomic potential fitting. DFT calculations, such as those of Huang et al. (2002, 2003b), performed at 0 K show that the B2 cubic austenite crystal structure of NiTi is unstable since NiTi has imaginary phonon frequencies at 0 K. This indicates that temperature effects are responsible for the existence of a stable austenite phase in NiTi at higher temperatures (Elliott and Karls, submitted). However, direct DFT-based studies of temperature effects on the behavior of PTs in NiTi and other SMAs are extremely computationally intensive.

The second atomistic approach is based on molecular dynamics (MD) or Monté Carlo (MC) simulations and is capable of capturing temperature effects which are necessary for studying PTs. In particular, MD simulations based on different phenomenological atomic interaction potentials have been useful for exploring the dependence of PTs on properties such as temperature, composition, concentration of defects, etc. (see Entel et al., 1999, 2000; Grujicic and Dang, 1995; Ishida and Hiwatari, 2007; Meyer and Entel, 1998; Ozgen and Adiguzel, 2003; Rubini and Ballone, 1995; Shao et al., 1996; Wang et al., 2006). However, MD and MC simulations do not provide a systematic approach for identifying all equilibrium phases of the system of interest. Instead, they require many time consuming calculations using different initial data. Even when such extensive calculations are performed, there is no way to know how many other possible equilibrium phases of the system have been missed. Furthermore, the extension of MD and MC simulations to larger length- and time-scales in order to study the formation and evolution of microstructures in SMAs is impractical except on the largest of currently available parallel-computing systems. Even on these systems, the size of the simulations of interest would require considerable computation time.

This leads to the third approach, which is a bifurcation-based method, initially proposed by Ericksen (1992), to study phase transformations in SMAs. The bifurcation theory approach has previously been used to study the stability of perfect crystals by Thompson and Shorrock (1975), Milstein et al. (1980) and by Milstein et al. (1995) to investigate reconstructive PTs in metals. More recently, these methods have been used by Elliott et al. (2002, 2006a) to investigate the temperature-dependent transformations in binary equi-atomic B2 crystals at zero stress.

In this work the material’s continuum energy density is explicitly derived from a set of phenomenological effective interaction potentials (EIPs), which are interatomic potentials that depend explicitly on temperature (see Guthikonda and Elliott, 2008, 2009, in press). Subsequently, stationary points are identified, with respect to strain and internal atomic displacements, to find all equilibrium solutions in a prescribed temperature range. The stable parts of these paths can then be identified, as explained in Elliott et al. (2006b). This method brings the problem of finding the equilibrium phases of a perfect crystal as a function of temperature into the realm of bifurcation and stability theory, since it requires solving a nonlinear system of equations with a low number of degrees of freedom. In contrast to the MD and MC methods, a bifurcation and stability analysis *systematically* determines both stable and unstable equilibrium configurations, providing additional information about equilibrium paths connecting different phases.

The current work, an extension of Elliott et al. (2006a) and Elliott (2007), adds the influence of stress to study stress-induced transformations. The application of a macroscopic stress to the infinite, perfect bi-atomic crystal is considerably more complicated, due to the substantial increase in number of equilibrium solutions, as compared to the stress-free case. However, once the equilibrium solution set has been obtained and unstable paths eliminated, one needs to determine which of the remaining stable equilibrium paths, still relatively numerous, are potential reversible martensitic transformations. We will use the *(kinematic)* concept of the *maximal Ericksen–Pitteri neighborhood* to select those equilibrium solutions with lattice deformations closest to the austenite phase as the relevant ones.
The paper is organized as follows: a brief description of the model is given in Section 2 which presents the Cauchy–Born kinematics, equilibrium path equations, stability criteria for these paths, and the concept of the maximum Ericksen–Pitteri neighborhood. The results are presented next in Section 3, starting with the case of stress-free, temperature-induced transformations, followed by stress-induced transformations at a fixed temperature and uniaxial Biot stress loading (directed along the [1 1 0] direction in the austenite’s cubic system). Stress-induced transformations at different temperatures and another loading direction ([1 1 1] in the austenite’s cubic system) are considered next, and finally the influence of the loading device is investigated. The work is concluded by a critical discussion of the results in Section 4. Details on the selection of an appropriate unit cell for the numerical calculations are presented in Appendix A.1 and on the selection of temperature-dependent atomic potentials are given in Appendix A.2.

2. Modeling

This section describes the atomistic model for perfect bi-atomic lattices used to investigate the stability of equilibrium configurations subjected to a uniform macroscopic stress field. A brief presentation of the Cauchy–Born kinematic assumption and the derivation of the material’s energy density function is followed by a statement of the equilibrium equations. Next the stability criteria (Cauchy–Born and phonon) are presented. The section concludes with a description of the process used to select proper martensitic transformation equilibrium paths from among a large number of stable equilibrium solutions.

2.1. Cauchy–Born kinematics

An $M$-lattice consists of a set of $M$ inter-penetrating sub-lattices each of which is positioned relative to an underlying (imaginary) Bravais lattice (see Fig. 1 for an example of a two-dimensional 4-lattice). The arrangement of atoms about each lattice point is specified by a set of $M$ three-dimensional vectors $P[x] = 0, 1, 2, \ldots, M/1$, called the fractional position vectors, also depicted in Fig. 1.

Each atom in the crystal is uniquely identified by specifying the sub-lattice index $x$ and lattice point $\ell$. The reference position vector of each atom is thus defined by

$$
\begin{align*}
X_{x,\ell} &= X[\ell] + P[x], \\
X[\ell] &= \ell^i G_i, \quad \ell^i \in \mathbb{Z}, \\
P[x] &= P[x] G_i, \quad 0 \leq P[x] < 1; \quad x = 0, \ldots, M-1; \\
\end{align*}
$$

Fig. 1. Cauchy–Born (CB) kinematics description of shifts leading to the current configuration of a two-dimensional, 4-lattice crystal.
where \( X^\ell \) is the reference position of the underlying Bravais lattice point \( \ell \), and \( \mathcal{Z} \) is the set of all (positive and negative) integers. The label \( \ell \) for the underlying Bravais lattice point is a short-hand notation referring to the triplet of integers \( \ell = (\ell^1, \ell^2, \ell^3) \), \( P[x] \) is the fractional position vector for atom \( x \), and \( G_i \) are the reference lattice vectors.

Of interest here are deformations that take an \( M \)-lattice into another \( M \)-lattice. These deformations can be expressed in terms of the uniform deformation \( F \) of the underlying Bravais lattice vectors and a set of internal shift vectors \( S[x] \) corresponding to translations of the sub-lattices. Cauchy–Born (CB) kinematics are formulated as shown in Fig. 1. In this formulation, the internal shifts \( S[x] \) are first applied to the reference configuration, and then the uniform deformation \( F \) is applied to this intermediate configuration. The current position vector of atom \([x] \) is

\[
x^\ell [x] = F \cdot (X^\ell [x] + S[x]) = F \cdot (X^\ell [x] + S^\ell [x]) G_i = (X^\ell [x] + S^\ell [x]) g_i,
\]

where \( g_i \) are the current lattice basis vectors defined as \( g_i = F \cdot G_i \). Notice that Eq. (2.2) includes all rigid-body motions of the crystal. However, to find equilibrium paths and to determine their stability, a set of kinematics for which rigid-body modes have been eliminated is required. The following additional constraints are added

\[
F = U \quad S(0) = 0,
\]

where \( U = U^\ell \) is the symmetric right stretch tensor. Eq. (2.3), is equivalent to setting \( R \), the rotation part of the polar decomposition \( F = R \cdot U \), to the identity. Eq. (2.3) eliminates rigid-body translations of the crystal by restraining one of the sub-lattices against translation.

2.2. Energy density

The general methodology introduced in this paper is applicable to any type of atomic effective interaction potential (EIP) (see Appendix A.2). However, for computational speed, pair potentials are used in this work for the calculations of the stress- and temperature-dependent equilibrium paths. Although there are well-known deficiencies associated with the use of pair potentials, e.g., the Cauchy relations, they capture much of the essential physics required to model martensitic phase transformations in perfect M-lattices, as shown in Elliott et al. (2006a).

Our model constructs the material’s internal energy per unit reference volume \( \tilde{W} \) from atomic interaction functions. The temperature-dependent energy function \( \psi^\ell [x] \) associated with each atom \([x] \) in the crystal is

\[
\psi^\ell [x] = \frac{1}{2} \sum_{y \in \Omega} \phi_{x y} \left( r^\ell \right.
\]

where \( \phi_{x y} \) is the interaction potential between atoms of type \( x \) and \( y \), and the summation runs over all atoms \([y] \) in the crystal \( \Omega \). The self-interaction energy is assumed to be zero, i.e., \( \phi_{x x}(0, \ell) = 0 \). The distance between two atoms \([x] \) and \([y] \) is

\[
r^\ell = \| x^\ell - x^y \|
\]

where \( \| \cdot \| \) is the Euclidean norm. The internal potential energy density per unit reference volume for the crystal is calculated for a representative unit cell, \( \ell = 0 \), to be

\[
\tilde{W}(U,S; \ell) = \frac{1}{V} \sum_{x \in \mathcal{Z}} \psi^\ell [x] = \frac{1}{2V} \sum_{x \in \mathcal{Z}} \phi_{x x} \left( r^0 \right)
\]

where \( S = \{ S[1], S[2], \ldots, S[M-1] \} \) and \( V = G_1 \cdot (G_2 \times G_3) \) is the reference volume of one \( M \)-lattice unit cell.

To completely determine the energy density, one must consider the potential energy of the loading device. Different types of loading devices are possible. In this case, the most straightforward loading is to impose the Biot stress, denoted by \( \Pi_B \), which is the work-conjugate of the strain measure \( U - I \). We take the Biot stress to be of the form \( \Pi_B = \Sigma_{\alpha \beta} N_{\alpha \beta} \), where \( \Sigma \) is the magnitude of the uniaxial-like stress along reference direction \( N \). The corresponding potential energy per unit reference volume is written as

\[
\tilde{\Pi}_B = \tilde{W}(U,S; \ell) - \Sigma_{\alpha \beta} N_{\alpha \beta},
\]

We recognize that the Biot stress measure \( \Pi_B = \Sigma_{\alpha \beta} N_{\alpha \beta} \) is not actually consistent with the usual notion of uniaxial loading, but it is computationally convenient to reduce the number of degrees of freedom. A more conventional uniaxial loading, prescribed by a similar form of the First Piola–Kirchhoff stress, will be discussed in detail in Section 3.5, but it turns out to give very similar results.

2 Unless otherwise specified, Latin indices represent spatial tensor components and Einstein's summation convention is employed.

3 Here the coordinate-free notation \( A \cdot B \) is given by \( A_{\alpha \beta} B_{\alpha \beta} \) in Cartesian tensor indicial notation.
2.3. Equilibrium paths

Equilibrium solutions are obtained by finding stationary points of the above potential energy \( \tilde{\varepsilon} \) with respect to the macroscopic stretch tensor \( \mathbf{U} \) and internal shifts \( \mathbf{S}[\alpha] \), i.e.,

\[
\begin{align*}
\frac{\partial \tilde{\varepsilon}}{\partial \mathbf{U}} &= \mathbf{0}, & \frac{\partial \tilde{\varepsilon}}{\partial \mathbf{S}[\alpha]} &= \mathbf{0}, & \alpha = 1, 2, \ldots, M-1.
\end{align*}
\]

Eq. (2.8)\(_1\) is the statement of macroscopic equilibrium with respect to the six independent components of \( \mathbf{U} \). Eq. (2.8)\(_2\) is the statement of inter-sub-lattice equilibrium with respect to the \( 3M-3 \) components of the internal shift vectors \( \mathbf{S}[\alpha] \), \( \alpha = 1, 2, \ldots, M-1 \). It should be noticed at this point that the multimodule description with its internal shifts ensures that the total force applied to every atom in the crystal (by all other atoms) is zero whenever Eqs. (2.8)\(_2\) are satisfied, regardless of the particular atomic potential being considered. A proof of this assertion can be found in Elliott et al. (2006b).

In the results section we show equilibrium paths obtained by either varying the temperature (for fixed load \( \Sigma \)) or by varying the load \( \Sigma \) (for fixed temperature \( \theta \)). Ideally one would like to find all equilibrium paths within a given range of temperatures \( \theta \in [\theta_1, \theta_2] \) and stresses \( \Sigma \in [\Sigma_1, \Sigma_2] \). This goal can, in principal, be achieved with numerical techniques such as piecewise-linear continuation methods (Allgower and Georg, 2003). However, these approaches require a triangulation of the system’s configuration space which usually makes the corresponding computations prohibitively expensive. Our approach is to use the theory of path continuation and bifurcation to follow all equilibrium paths that are connected to the reference austenite configuration. All computations for this work were performed with the BFBSPyMPac (Elliott, 2010) software package, which is written in C++.

Starting with the stress-free (\( \tilde{\varepsilon} = 0 \)) austenite reference equilibrium configuration at the normalized reference temperature (\( \theta = 1 \), \( \mathbf{U} = \mathbf{1} \), \( \mathbf{S} = \mathbf{0} \)) and using a numerical continuation method, one follows the principal equilibrium path for either constant uniaxial stress or constant temperature. A Keller- or Riks-type arc-length method (Riks, 1979; Allgower and Georg, 2003) is used to find points along the principal equilibrium branch. This facilitates traversing the path across limit-loads that may be encountered (see Elliott et al., 2002; Jusuf, 2010, for further details). Moreover, all singular points are identified on the principal branch and then classified as bifurcation points or limit loads.

Next secondary equilibrium paths emerging from each bifurcation point on the principal branch are considered. Each secondary path is identified by an asymptotic analysis about the corresponding bifurcation point (Triantafyllidis and Peel, 1992; Elliott et al., 2002, 2006a). The associated crystal structure is determined and a minimal set of DOFs is identified to describe this equilibrium path (Healey, 1988). In general there are \( m \) DOFs (\( m \leq 3M+3 \)), and the corresponding subset of nonlinear algebraic equations (2.8) is solved. For example, here \( m = 1 \) for the principal branch associated with thermal loading.

The singular points on each secondary path are determined next and the corresponding bifurcation points are identified. The emerging bifurcated equilibrium paths are termed tertiary equilibrium paths and are constructed in the same way as the secondary paths. The process is repeated in this recursive way, following all the emerging tertiary paths, where our path-following continuation algorithm is stopped due to the large number of paths already obtained.

A comment is in order on avoiding infinitely following closed loop paths. At the beginning of each new path (typically at each new bifurcation point) the displacement DOF vector \( \mathbf{u} \) is recorded. The distance of the current equilibrium point \( \mathbf{u}(\Sigma) \) on the path at load \( \Sigma \) is monitored and when it again approaches \( \mathbf{u}^* \), within a tolerance parameter \( \varepsilon \), i.e., when

\[
||\mathbf{u}(\Sigma) - \mathbf{u}^*|| \leq \varepsilon,
\]

the calculations for that equilibrium branch are terminated.

2.4. Stability criteria

The two stability criteria, to be used in this work, for crystalline solids that were proposed in Elliott et al. (2006b) are briefly outlined below for completeness.

(I) Cauchy–Born (CB) stability: CB-stability indicates stability with respect to all quasi-uniform perturbations, in which both the uniform right stretch tensor \( \mathbf{U} \) and the internal shift vectors \( \mathbf{S}[\alpha] \) are allowed to vary independently. The crystal is considered CB-stable if \( \tilde{\varepsilon}(\mathbf{U}, \mathbf{S}; \theta, \Sigma) \) is a local minimum, or

\[
\begin{align*}
&\left[ \begin{array}{c}
\frac{\partial^2 \tilde{\varepsilon}}{\partial \mathbf{U}^2} & \frac{\partial^2 \tilde{\varepsilon}}{\partial \mathbf{U} \partial \mathbf{S}} \\
\frac{\partial^2 \tilde{\varepsilon}}{\partial \mathbf{U} \partial \mathbf{S}} & \frac{\partial^2 \tilde{\varepsilon}}{\partial \mathbf{S}^2}
\end{array} \right] \left[ \begin{array}{c}
\frac{\partial \mathbf{U}}{\partial \mathbf{U}} \\
\frac{\partial \mathbf{S}}{\partial \mathbf{S}}
\end{array} \right] > 0, \quad \forall ||\frac{\partial \mathbf{U}}{\partial \mathbf{U}} ||, \frac{\partial \mathbf{S}}{\partial \mathbf{S}} || \neq 0.
\end{align*}
\]

In the above equation the stability operator is symmetric and of dimension \((3M+3) \times (3M+3)\).

(II) Phonon stability: The phonon stability criterion indicates stability of an equilibrium path with respect to bounded perturbations of all wavelengths. All atoms in the crystal are given their three translational degrees of freedom \( \mathbf{u}(\Sigma) \) and the
linearized equations of motion are considered. The corresponding perturbation equations are given by

$$m_\alpha \ddot{\mathbf{u}}^{(\ell \alpha)} = -\sum_{\ell' \in \Omega} G^{\ell \alpha}_{\ell' \alpha} \cdot \mathbf{u}^{\ell'}.$$  

where $$\chi$$ is the mass of atom $$\alpha$$, $$G^{\ell \alpha} = G' \cdot G$$ (with the reference reciprocal lattice vectors defined by $$G' \cdot G = \delta_{\ell}$$) are the components of the metric tensor, and $$\mathbf{u}^{\ell'}$$ are the corresponding stiffness coefficients. Of interest are the normal modes of vibration (eigen-modes of Eq. (2.11)) that are characteristic of the bulk material, meaning the effect of free surfaces on the stability of the crystal is neglected. Taking advantage of the translational symmetry of the multilattice the corresponding stiffness matrix is block-diagonalized by a block-Fourier transform resulting in the dynamical matrix $$\mathbb{K}_{\ell \ell'}^{\alpha \alpha} k \mathbf{u}^{\ell}$$, a $$3M \times 3M$$ matrix (where $$M$$ is the number of atoms in the unit cell) for each wave vector $$\mathbf{k}$$, given by

$$\mathbb{K}_{\ell \ell'}^{\alpha \alpha} k \mathbf{u}^{\ell} = (m_\alpha m_v) -1/2 \sum_{\ell' \in \Omega} G^{\ell \alpha}_{\ell' \alpha} \cdot 0 \mathbf{u}^{\ell'} \exp \left\{ -i \mathbf{K} \cdot \left( \mathbf{X}^{\ell} - \mathbf{X}^{\ell'} \right) \right\}.$$  

(2.12)

where $$\mathbb{Z}^3$$ is the set of all lattice points in the infinite crystal. The wave vector $$\mathbf{k}$$ has units of inverse length and ranges over values in the unit cell of the reciprocal reference lattice (multiplied by a factor of $$2\pi$$)

$$\mathbf{k} \in \{ k \mathbf{G} : -\pi \leq k_1 < \pi \}.$$  

(2.13)

The eigenvalues of the dynamical matrix are real (due to the Hermitian nature of $$\mathbb{K}$$) and satisfy the relation

$$\omega(q) = -\omega^{\ell \ell'}^{(Q)} \frac{(m_\alpha m_v)^{1/2} \sum_{\ell' \in \Omega} G^{\ell \alpha}_{\ell' \alpha} \cdot 0 \mathbf{u}^{\ell'}}{(m_\alpha m_v)^{1/2} \sum_{\ell' \in \Omega} G^{\ell \alpha}_{\ell' \alpha} \cdot 0 \mathbf{u}^{\ell'}}.$$  

(2.14)

The squared phonon frequencies $$\omega(q)^2$$ must all be positive for the crystal to be stable,$^4$ i.e.,

$$\omega(q)^2 > 0 \text{ for } k \neq 0, \quad q = 1, 2, \ldots, 3M,$$

$$\omega(q)^2 > 0 \text{ for } k = 0, \quad q = 4, 5, \ldots, 3M.$$  

(2.15)

For material stability under soft-device loading conditions, as defined in Elliott et al. (2006b), the CB-stability criterion and the phonon stability criterion must both be satisfied. This ensures stability with respect to all quasi-uniform perturbations (CB stability) and bounded displacement perturbations of all wavelengths (phonon stability).

### 2.5. Selection of equilibrium paths corresponding to proper martensitic transformations

The numerical solution of the equilibrium equations (2.8) yields a large number of equilibrium paths. Even after the exclusion of the unstable branch segments, a significant number of stable path segments are found within the loading range of interest. The question is which of this multitude of stable path segments found in the neighborhood of the high-symmetry austenite phase are candidates for a proper (reversible) martensitic transformation, such as those found in SMAs.

As defined by Elliott et al. (2002), a proper martensitic transformation is one where the space (symmetry) group of the martensite phase is a proper sub-group of the austenite’s space group (all other martensitic transformations are called reconstructive). According to Bhattacharya et al. (2004), it is necessary that a martensitic transformation be proper in order for it to be reversible. As stated in Bhattacharya et al. (2004):

"In these cases [i.e., proper martensitic transformations], the energy barrier to lattice-invariant shear is generically higher than that pertaining to the phase change and, consequently, transformations of this type can occur with virtually no plasticity. Irreversibility is inevitable in all other martensitic transformations [i.e., reconstructive martensitic transformations], where the energy barrier to plastic deformation (via lattice-invariant shears [defined below], as in twinning or slip) is no higher than the barrier to the phase change itself."

Thus, to determine which of the candidate martensite phases—discovered in this work—correspond to possible proper martensitic transformations, we employ the concept of the maximal Ericksen–Pitteri neighborhood (max EPN) which is a

---

$^4$ The acoustic phonons at $$k = 0$$ and $$q = 1, 2, 3$$ have been excluded since their frequencies are identically zero and correspond to the rigid-body translation modes of the crystal.
kinematic idea that allows one to find the lattice deformations that are closest to the austenite phase (Ericksen, 1980; Pitteri, 1984).\(^5\)

The max EPN, centered on the austenite configuration \(F_0\), is schematically illustrated in Fig. 2, using a two-dimensional lattice for simplicity. Assuming that the high symmetry austenite phase is the square lattice configuration shown in the top left (bottom right) of Fig. 2, it may be deformed by continuous simple shear to an identical square lattice as shown in the top right (bottom left) of Fig. 2. The square lattices, related by this lattice-invariant shear transformation and characterized by \(F_0\), \(F_4\), and \(F_{-4}\), are indistinguishable from a crystallographic viewpoint. During the deformation process leading from \(F_0\) to \(F_4\) (\(F_0\) to \(F_{-4}\)) one traverses the intermediate deformation \(F_2\) (\(F_{-2}\)), which corresponds to a lattice configuration half-way between the reference and final square lattices.

Suppose, the martensite equilibrium branch is close to the parent phase, i.e., between \(F_{-2}\) and \(F_2\). Then, upon reverse transformation the martensite phase will likely return to the original parent austenite phase \(F_0\). This corresponds to a proper martensitic transformation such as those observed in SMAs. If, on the other hand, the martensite phase exists between \(F_2\) and \(F_{-2}\) (\(F_4\) and \(F_{-4}\)), then upon reverse transformation it will more likely revert to the crystallographically identical (lattice-invariant sheared) austenite phase \(F_4\) (\(F_{-4}\)). Thus, deformations strictly between \(F_{-2}\) and \(F_2\) constitute the maximal EPN of the parent phase (high symmetry austenite configuration \(F_0\)). The interested reader is referred to Conti and Zanzotto (2004), Bhattacharya et al. (2004), and the references cited therein, for a further elaboration of these ideas. The discussion above and that found in Conti and Zanzotto (2004) are given in the context of simple Bravais lattices, while EPNs of multilattices are discussed by Pitteri and Zanzotto (2002) and in Pitteri (2003a, b). It seems that an investigation of how these neighborhoods depend on the choice of multilattice description for a crystal is not available. We do not attempt to address this important issue, but instead base all EPN calculations on the fixed 4-lattice as described in detail in Appendix A.1.

Lattice-invariant shear transformations are a key component of the max EPN idea. These transformations (plus the rigid-body rotations that map the lattice to itself) are characterized by deformations \(F_i\) with \(\text{det}(F_i)=1\). With respect to a mixed basis of lattice and reciprocal lattice vectors (\(g_i\) and \(g^{'}\)), one has \(F_i=(F_i^{g})(g^{'}g)\) where \(F_i^{g}\) is a \(3 \times 3\) matrix with integer components such that \(\text{det}(F_i^{g})=1\). These matrices belong to an infinite group, called the group of special linear transformations of degree three over the field of integers \(\mathbb{Z}\) and denoted by \(SL(3,\mathbb{Z})\).

For a multilattice crystal with atomic positions \(x_i^{(j)}\), a lattice-invariant sheared configuration \(\tilde{x}_i^{(j)}\) is defined as one that satisfies the relation \(\tilde{x}_i^{(j')}=(F_i^{g})^t x_i^{(j)}\) where \((t)^t=F_i^{g^t}\) for some \(F_i\). Generally, such a configuration may be obtained by the

---

\(^5\) It is straightforward to show that every configuration (strictly) within the max EPN has a space group that is a proper sub-group of the space group associated with the max EPN’s center configuration (i.e., the space group of the austenite configuration).
application of an $F_s$ and sublattice shifts $s_i[z]$ to the configuration $x[z]$. That is,
\[ \dot{x}[z] = F_s \cdot x[z] + s_i[z] = \dot{x}[z]. \]  
(2.16)

Additionally, the formulation adopted here uses the right stretch tensor $U$ as the independent variables for lattice deformations. In general, the lattice-invariant shear transformation will not produce another deformed configuration that can be represented with a symmetric tensor $U$ as required by Eq. (2.3). However, the polar decomposition theorem may be applied to the resulting deformation tensor and an equivalent, rigidly rotated, representation can be identified that does fit the prescription of Eq. (2.3). Thus,
\[ \dot{x}[z] = R \cdot \dot{U} \cdot \left( x[z] - \hat{s}[z] \right). \]  
(2.17)

The quantities $R$, $\dot{U}$, and $\hat{s}[z]$, may be determined by using the relation $x[z] = \hat{U} \cdot (x[z]+P[z]+\hat{s}[z])$ in Eqs. (2.16) and (2.17) and eliminating the $s_i[z]$ to obtain
\[ R \cdot \dot{U} = F_s \cdot \dot{U}, \]  
(2.18)
\[ \hat{s}[z] = (\hat{U})^{-1} \cdot (F_s) \cdot \hat{U} \cdot (P[z]+\hat{s}[z]) - P[z]. \]  
(2.19)

To determine if the configuration of a given equilibrium path (characterized by the quantities $\hat{U}$ and $\hat{s}[z]$) is inside the max EPN of the reference austenite structure, the lattice-invariant shear $F_5$ is chosen such that $\hat{U}$ minimizes the norm
\[ \|\hat{U}\| = |i_1| + |i_2| + |i_3|, \]  
(2.20)
where $i_k$ are the principal stretches of $\hat{U}$. If the originally obtained configuration is not a minimizer (i.e., $\hat{U} \neq \hat{U}$), then it lies outside the max EPN. If it is a minimizer, then one must further determine if it falls on the boundary of the max EPN. Thus, only those stable equilibrium configurations that are found to exist strictly inside the max EPN are identified as the martensite proper martensitic transformation are $SL(3,\mathbb{Z})$ is sufficient to ensure that the correct minimizing element is obtained for the situations encountered in this work.

3. Results

The presentation of results starts with the investigation of the equilibrium paths for the stress-free prefect crystal, thus finding which equilibrium configurations, in addition to the high symmetry reference cubic B2 (CsCl) structure, are observable within the temperature range of interest. The equilibrium paths of the perfect crystal stressed along the [1 1 0] direction and at a fixed temperature $\theta = 1.2$ are presented next. The results of the equilibrium path calculations obtained via the continuation methods presented in the previous section are simplified first by considering only their stable segments. Subsequently, and upon making use of lattice-invariant shear transformations to establish the paths within the max EPN of the stress-free B2 austenite phase, those equilibrium paths that are candidates for a proper martensitic transformation are identified. Guided by these results, further calculations are performed at different temperatures and along a different load direction to find the corresponding stress-induced martensitic phase transformations. The section ends with an investigation of the influence of the loading device.

A general comment on crystal structure nomenclature is in order at this point. The space group of each equilibrium configuration is found from the coordinates of the atoms and the lattice parameters of the unit cell with the help of Cerius2 software by Accelrys. However, the space group does not uniquely characterize the crystal structure, e.g., monoatomic as well

---

6 Since all norms in the finite-dimensional (six) space of deformations are equivalent, the present choice is adopted for computational convenience.
as poly-atomic crystals can share the same symmetry group. Thus to be more specific, the Strukturbericht Designation of the zero-stress configuration is used to further specify the crystal structure of the corresponding equilibrium branches. For the crystals investigated here, their Strukturbericht Designation names always start with a B (since it is a bi-atomic crystal with 50–50 composition) followed by a number, e.g., B2, B11, B19, B33, etc. Another nomenclature used in crystallography is the Prototype Designation, which consists of the chemical name of a prototype compound that exists with that structure, e.g., CsCl, αIrV, etc. For more information, see the Crystal Lattice Structures Web page, http://cst-www.nrl.navy.mil/lattice/, provided by the Center for Computational Materials Science of the United States Naval Research Laboratory. In this way the B2 Strukturbericht Designation is equivalent to the CsCl Prototype Designation. If a Strukturbericht Designation is not available, a Prototype Designation is used in this work. Unfortunately, our calculations can sometimes result in bi-atomic crystal structures for which we have not been able to identify either a Strukturbericht Designation or a Prototype Designation. In such a case, only the space group name is provided.

Finally, a note about the presentation of results. The reference configuration chosen is the austenite B2 phase at zero stress and reference temperature $\theta = 1$. In the graphs that follow, the potential energy per unit reference volume $\tilde{E}$ and the applied stress along the N direction, $\Sigma$, are given in dimensionless form with respect to $C_{11}$—the 1111 component, with respect to the B2 cubic axes, of the elastic modulus (Voigt notation) at the reference configuration, i.e., $C_{11} \equiv \frac{\partial^2 W}{\partial U_{11} \partial U_{11}}|_{U=0, \theta=1}$. In the same graphs, the stretch along the N direction, $\lambda$, is work-conjugate to $\Sigma$ (recall $\lambda \equiv \mathbf{N} \cdot \mathbf{U} \cdot \mathbf{N}$ according to Eq. (2.7)), and $\theta$ is the dimensionless temperature.

3.1. Stress-free, temperature-induced transformations

The paths obtained by solving the equilibrium equation (2.8) for the special case of zero stress (i.e., by using the dimensionless temperature $\theta$ as the load parameter with $\Sigma = 0$) are plotted as the largest principal stretch, $\lambda_{\text{max}}$, versus dimensionless temperature $\theta$ in Fig. 3. The paths are obtained by a methodical search, which starts by identifying all bifurcation points on the principal (B2) path and following all the emerging secondary equilibrium paths. All bifurcation points on the secondary paths are identified and their emerging tertiary branches are followed and so on until no new paths are found within the temperature range of interest. Bifurcation and limit points are depicted respectively by open and filled circles. Stable equilibrium path segments are depicted by solid lines while unstable segments of these paths are depicted by broken lines. A magnified view of the many bifurcated equilibrium paths emerging from the principal branch is shown in the inset of Fig. 3.

Several crystal structures are found for the bifurcated equilibrium paths: one tetragonal (L1₀), two orthorhombic (B19 and αIrV), and one monoclinic (P2/m). Multiple symmetry related paths exist for each of these structures (three L1₀ tetragonal

![Fig. 3. Largest principal stretch $\lambda_{\text{max}}$, with respect to the reference configuration, versus dimensionless temperature $\theta$ for the stress-free bifurcated equilibrium paths connected to the B2 austenite phase and their crystal structures. The stable portion of each equilibrium path is depicted by a solid line.](image)
paths, six each of the zIrV and B19 orthorhombic paths, and six\textsuperscript{7} P2/m monoclinic paths); however, for the particular quantities plotted herein all symmetry related paths collapse to a single curve. Of the four structures discovered, only the zIrV, B19, and L1\textsubscript{0} equilibrium branches have stable portions. The tetragonal (L1\textsubscript{0}) lattice does not involve internal shifts, resulting from a simple affine (Cauchy) deformation of the B2 crystal, while the other three do involve internal shifts. Moreover, the stable zIrV phase appears in the higher temperature range (approximately 0.6 ≤ θ ≤ 1.1), while the B19 and L1\textsubscript{0} are stable at lower temperatures (approximately 0.7 ≤ θ ≤ 0.65, respectively). As expected the B2 austenite phase is stable for high temperatures and unstable for low temperatures. Also, it is interesting to note that L1\textsubscript{0} and B19 are common SMA martensite structures (Bhattacharya, 2003), and the zIrV structure has previously been observed (although not mentioned by name) in the numerical computations of Ding et al. (2006).

We recognize that the equilibrium paths shown in Fig. 3 are all the paths in the temperature range 0 ≤ θ ≤ 1.4 that are ultimately connected to the austenite phase B2. If other, isolated equilibrium paths exist in the above temperature range or if paths are connected to the principal branch at a bifurcation point outside the temperature range, our search method cannot find them. Notice that all stable equilibrium paths are parts of secondary branches, emerging from the principal solution, and hence their space group is a proper subgroup of the cubic (B2) lattice’s. Consequently, these stable branches belong to the max EPN of the B2 austenite and are reversible martensitic transformation candidates. Similar calculations were reported in Elliott et al. (2006a) for the stress-free, temperature-induced transformations of a bi-atomic perfect lattice (with somewhat different pair potentials), where stable bifurcated equilibrium solutions with tetragonal L1\textsubscript{0} and orthorhombic B19 structure were found, but not the orthorhombic zIrV. The reason is that the stable part of this equilibrium branch appears only after one follows it to sufficiently high temperatures (near θ = 1.1) where a limit point appears and the unstable path restabilizes for lower temperatures.

For the stress-free equilibrium paths shown in Fig. 3, their dimensionless energy densities $\frac{\mathcal{E}}{C_{11}}$ versus the dimensionless temperature θ are plotted in Fig. 4. The tetragonal L1\textsubscript{0} phase is never the minimum energy configuration for any temperature. At high temperatures, the B2 lattice is stable and has the lowest energy. B2 and zIrV have an energy crossing at about θ = 1, while zIrV and B19 have an energy crossing at about θ = 0.6. These represent temperatures where equilibrium transformations could occur, if energy barriers between the parent and daughter phases are neglected. If they are not neglected, the parent phase (upon further cooling or heating) becomes metastable until it looses local stability altogether. If a transformation occurs at the end point of a stable equilibrium path, a dynamic jump from the higher to the lower energy path will occur. Thus, transformations associated with a cool-then-heat cycle will exhibit a temperature hysteresis. According to the results in Fig. 4, the relative positions of the stable portions of the energies for the B2, zIrV, and B19 paths indicate the possibility of a hysteretic loop in the martensitic transformations between B2 and zIrV and also in the transformation between zIrV and B19. Two-stage MTS are found in many SMAs such as AuCd and NiTi, although the particular crystal structures are different.

3.2. Stress-induced transformations at a fixed temperature (θ = 1.2) with [1 1 0]\textsubscript{a2} Biot uniaxial loading

The results of the previous subsection showed that the model developed is capable of exhibiting multiple proper temperature-induced MTS that qualitatively capture the corresponding behavior of real SMAs. However, stress-induced MTS are an integral part of SMA behavior. Thus, the existence of such MTS predicted by the model is investigated.

According to Fig. 3, at temperature θ = 1.2, the only stress-free equilibrium path found is the stable part of the B2 austenite path. Now we consider whether, at this temperature, the application of stress can lead to a reversible martensitic transformation

\footnote{The P2/m paths bifurcate symmetrically from the B19 paths and each symmetric path corresponds to two conventional variants of the monoclinic phase. Thus, we do, in fact, obtain all 12 variants of the monoclinic structure.}
by applying a uniaxial Biot loading of magnitude $\Sigma$ along the $[1\ 1\ 0]_{B2}$ direction, i.e., along $N = (G_1 + G_2)/\sqrt{2a}$ — where $a = ||G_1||$ is the reference lattice spacing.

Following all the bifurcated equilibrium paths emerging from the principal B2 solution results in a highly tangled set of equilibrium paths. The dimensionless stress $\Sigma/C_{11}$ versus conjugate stretch $\lambda$ results for only the secondary equilibrium paths emerging from the principal B2 path are depicted in Fig. 5. Bifurcation points where the symmetry of the emerging new equilibrium path increases, i.e., points where a reconstructive equilibrium path emerges, are depicted by open squares. It should also be noted that such paths are not followed because they do not lead to proper martensitic transformations.

The complexity of the picture is due to the fact that there are 18 secondary bifurcated paths (emerging from B2), with a total of 164 critical points on them. For symmetry reasons only 142 distinct critical points appear in Fig. 5. The equilibrium paths were followed to large stretches ($\lambda > 4.5$) to ensure that no stable paths, ultimately connected to B2, were missed. Three stable segments are found in the secondary bifurcated paths emerging from B2, one segment for negative $\Sigma$ and stretch ratios at about $\lambda = 0.9$, a second segment crossing the zero stress axis at about $\lambda = 1.7$, and a third segment crossing the axis about $\lambda = 4.5$. The first stable secondary bifurcation path segment (with $\lambda < 1$) is a distorted version of the $\text{IrV}$ crystal structure found in the previous stress-free calculations, while the other two stable secondary bifurcation path segments (with $\lambda > 1$) are lattice-invariant shear deformations of the B2 crystal.

Of course, the full investigation of the crystal’s behavior requires the subsequent calculations of the tertiary and quartiary paths. While they were in fact calculated, one can easily appreciate that the graph of the full set of equilibrium paths is hopelessly dense for presentation and is thus not shown. It suffices to state that there are 135 tertiary bifurcated paths (emerging from all the secondary branches) and more than 114 quartiary bifurcated paths (emerging from all the tertiary branches). From these calculations 22 stable segments, with respect to both the CB and phonon criteria, are found. The stable segments of the dimensionless stress $\Sigma/C_{11}$ versus stretch $\lambda$ curves thus obtained, each labeled by its symmetry group, are shown in Fig. 6. For the paths that include zero stress, their names and corresponding crystal structures are also shown.

Not all of these 22 stable equilibrium paths are candidates for reversible martensitic transformations, and culling out those paths with configurations outside the max EPN leaves the paths depicted in Fig. 7. Notice from Fig. 7 that besides the principal branch, three stable equilibrium paths exist that include zero stress: two with a structure in the $C2/m$ space group and one with a B33 structure. The B33 structure is important in B2 to B1 reconstructive PTs (Stokes et al., 2004) and has recently become of interest for NiTi (Huang et al., 2003a). It is interesting that our model also predicts this phase to be stable. In addition, three other stable equilibrium paths (two in the tensile regime and one in the compressive regime) exist, which do not include zero stress, yet are closer to the principal path. From the two stable paths in tension, one belongs to the $C2/m$ space group and one to the $P2_1/m$ group, while the stable (strictly) compression path belongs to the $C2/m$ space group. These three equilibrium paths are stress-distorted versions of the $\text{IrV}$ structure found in the stress-free calculations in Fig. 7 (for lower temperatures these equilibrium paths go through zero stress, at which point they have an $\text{IrV}$ structure, as will be seen in the next subsection). Finally, from kinematic considerations, one can argue that the stable path which has a B33 structure at zero stress and the two stable paths which at zero stress belong to the $C2/m$ group are on the boundary of the max EPN of the B2 configuration. Indeed, as seen in Fig. 8, the $C2/m$ and B33 structures can be considered to be exactly half-way along a lattice-invariant shear deformation of the B2 structure. In Fig. 8 the solid lines indicate the B33 and $C2/m$ lattice cells as well as the original B2 lattice cells. Thus, equilibrium configurations with the $C2/m$ or B33 lattice structure are equally close to two separate B2 structures which differ by a lattice-invariant shear. Accordingly, these paths are excluded from being reversible martensitic transformation candidates, since they are not strictly inside the max EPN. This leaves only three stable equilibrium paths: two in tension and one in compression, as shown in Fig. 9(a).
Fig. 6. Dimensionless stress versus conjugate stretch graph for all the stable equilibrium paths under \([1\ 1\ 0]_{B2}\) Biot loading, each labeled by its symmetry group. For the paths going through zero stress, their names and corresponding crystal structures are also depicted.

Fig. 7. Dimensionless stress versus conjugate stretch graph showing only the stable equilibrium paths under \([1\ 1\ 0]_{B2}\) Biot loading which are not outside the max EPN of the B2 configuration.

Fig. 8. Schematic showing why B33 and C2/m lattice structures are on the boundary of the max EPN of B2.
The existence of three different martensite branches in Fig. 9, can be explained as follows: these equilibrium paths are stress-distorted versions of the zrV structure found in the stress-free calculations of Fig. 7. Since zrV is an orthorhombic lattice, six different variants are energetically equivalent at zero stress. When a $[1 1 0] \text{B2}$ uniaxial Biot load is applied, one obtains three inequivalent sets of loaded configurations, each containing two energetically equivalent configurations due to the symmetry of the variants relative to the loading direction. Consequently three distinct paths appear in the stress–stretch graph shown in Fig. 9. This kinematic observation also shows that no martensite zrV branch has been missed.

The results in Fig. 9(a) show the possibility of the pseudoelastic, hysteretic behavior of a perfect B2 crystal. In the neighborhood of zero stress, only the high symmetry austenite equilibrium path (elastically distorted version of B2 lattice structure) is stable. As the stress increases, in tension (or compression), it reaches a value $S_{\text{a}} = 0.067$ (or $S_{\text{a}} = -0.043$) where a stable austenite path no longer exists and the only stable paths within the max EPN of the austenite configuration are the martensite paths (the distorted versions of the zrV lattice structure). Thus, transformation to the martensite phase is to be expected. Upon unloading of the martensite phase, the stress in tension (compression), reaches a value $S_{\text{u}} = 0.026$ ($S_{\text{u}} = -0.020$) where a stable martensite path no longer exists and the crystal returns to the stable austenite path. It is worth noticing that a tension/compression asymmetry exists, i.e., $S_{\text{a}} \neq S_{\text{a}}$ and $S_{\text{u}} \neq S_{\text{u}}$. This is characteristic of real SMAs (Gall et al., 1999) and is a feature often missing from SMA material models. Here, the underlying atomic nature of our model captures the tension/compression asymmetry in a natural way and without special effort.

The energetic counterpart of the austenite-to-martensite transformation is shown in Fig. 9(b), plotted against the dimensionless stress. In the neighborhood of zero stress, the austenite phase has the lowest energy density $\mathcal{E}$. Upon loading in tension (compression) one reaches a critical stress $S_{\text{c}} = 0.039$ ($S_{\text{c}} = -0.029$) beyond which the martensite phase has the lowest energy, thus indicating the possibility of transformation from an equilibrium thermodynamics standpoint (where the “e” subscript in the corresponding transformation stress symbol denotes the equilibrium value). This equilibrium value also exhibits the tension/compression asymmetry.

### 3.3. Stress-induced transformations at other temperatures

Having established the existence of a stress-induced proper martensitic transformation at $\theta = 1.2$, attention is next focused on finding the stress versus stretch equilibrium diagrams, analogous to Fig. 9, at different temperatures, keeping the same $[1 1 0] \text{B2}$ Biot loading. The search approach used for $\theta = 1.2$, which followed all the bifurcated equilibrium paths emerging from the austenite principal path, is rather time consuming. Fortunately, one can be aided by the final results of Fig. 9 to construct, by continuity arguments, similar diagrams for other temperatures. The idea, similar to that used by Healey and Miller (2007), is to use selected equilibrium points on the relevant martensite branches from Fig. 9, fixing the stress, and then follow these equilibrium paths as the temperature is varied. Once a desired temperature is reached, the paths are followed again for variable stress, thus establishing isothermal stress versus stretch graphs at the new temperatures.

The results in Fig. 10 show the $[1 1 0] \text{B2}$ stretch ratio versus temperature equilibrium paths for the three different martensite branches for several stress levels. Specifically, Fig. 10(a, b) correspond to the compressive and tensile, respectively, branches of Fig. 9 with C2/m symmetry and Fig. 10(c) corresponds to the tensile P2/m branch of Fig. 9.

Starting at selected equilibrium points in Fig. 10, the isothermal stress versus stretch and energy versus stress diagrams for the austenite and martensite branches were found at temperatures $\theta = 0.95, 1.05,$ and $1.15$ as shown in Fig. 11. Notice that for the two lower temperatures, stable austenite and martensite branches exist at zero stress, while for the highest temperature only the austenite branch is stable at zero stress. As expected, for the lowest temperature $\theta = 0.95$ the austenite branch’s energy near zero stress is above the corresponding energy of the martensite branch. As the temperature increases the situation reverses itself. For temperatures $\theta > 1$, the global energy minimum for zero stress corresponds to the austenite phase, but as the applied stress increases, the martensite phases have less energy than the austenite one.

---

**Fig. 9.** Dimensionless stress versus conjugate stretch graphs for the martensite equilibrium paths in (a) and corresponding dimensionless energy density versus dimensionless stress shown in (b) for $[1 1 0] \text{B2}$ uniaxial Biot loading at $\theta = 1.2$. 

---
At each temperature, the stresses at which energies intersect are shown as $S_e$. One can see that $jS_j$ increases with $y$, in qualitative agreement with the stress-induced transformation behavior of known SMAs (Shaw and Kyriakides, 1995).

Using $T_{ref}=300 \text{ K}$ and $C_{11}=80 \text{ GPa}$, the current perfect crystal model gives an effective Clausius–Clapeyron slope of $\frac{jS_j}{dT} = 53 \text{ MPa/K}$, which is higher than usually measured (2–12 MPa/K are typical experimental values obtained from polycrystalline samples). It should be noted that the Clausius–Clapeyron slope is likely to be sensitive to the EIP’s parameters. Moreover, it is also reasonable to expect that the predicted value for the Clausius–Clapeyron slope is sensitive to geometric and loading imperfections. However, predictive quantitative matching of experimental values measured from real polycrystalline samples would require more sophisticated multiscale models that can account for the influence of defects.

---

**Fig. 10.** Stretch ratio versus temperature at different [1 1 0]$_{B2}$ Biot stress levels for the three sets of variants of the ±IrV crystal structure: (a) compression C2/m variants, (b) tension C2/m variants, and (c) tension P2/m variants.

**Fig. 11.** Stress versus stretch ratio paths of austenite and martensite under [1 1 0]$_{B2}$ Biot loading for various temperatures.
The affirmative answer to this question can be justified by looking at the corresponding energies in Fig. 12. Notice that for the first difference is that unlike the \([1 1 0]B2\) Biot loading, for the \([1 1 1]B2\) Biot loading there is always a stable austenite branch. The second difference is that for the \([1 1 1]B2\) Biot loading at two lower temperatures there is a stable and continuous (tension and compression) martensite equilibrium path. However, as the temperature increases, the stable part of the martensite branch near zero stress disappears (see figure for \(\theta = 1.20\)) while for even higher temperatures (see figures for \(\theta = 1.20\)) there is a stable martensite branch in tension but not in compression.

The question that naturally arises here is whether pseudoelastic behavior is possible for the \([1 1 1]B2\) Biot loading case. The affirmative answer to this question can be justified by looking at the corresponding energies in Fig. 12. Notice that for the lowest temperature \(\theta = 0.95\), the energy \(\varepsilon\) is always lower for the martensite phase, while as the temperature increases, the austenite has a lower energy for the unstressed configuration (near \(\lambda = 1\)) while for higher stresses the martensite branches have lower energy. When the equilibrium thermodynamics argument for phase transformation is used, i.e., when energy curves cross, a stress-induced transformation is possible according to the results depicted in Fig. 12, although the transformation stresses in compression, in particular, become large.

The disappearance of the compressive part of the martensite branch for the highest temperature \(\theta = 1.2\) seems odd at first glance. The explanation lies in the stretch ratio versus temperature graph for fixed stress levels (analogous to the results in Fig. 10) which are presented in Fig. 13. Due to the symmetry of the \([1 1 1]B2\) Biot loading, all six variants of the stressed martensite are energetically equivalent, thus only one path is shown in Fig. 13. Notice that even for very high levels of compressive stresses (\(\Sigma/C_{11} = -0.17\)) there is no martensite branch for \(\theta = 1.2\). By contrast, a tensile martensite branch does exists at \(\theta = 1.2\) at a much lower stress (\(\Sigma/C_{11} = 0.05\)). Hence, for this particular crystal and loading direction, it is found that the tension–compression asymmetry can lead to the absence of the compressive branch at sufficiently high temperatures.

### 3.5. Influence of loading device—uniaxial First Piola–Kirchhoff loading along the \([1 1 0]B2\) direction

We now consider the application of \(\Sigma_0\), force per reference area, along a fixed direction \(\mathbf{N}\), where \(\mathbf{N}\) is the reference configuration normal to the specimen’s cross-section. Consequently, the specimen is subjected to a prescribed First Piola–Kirchhoff stress \(\Pi\), which corresponds to the applied pseudotraction \(\mathbf{T} = \Sigma_0 \mathbf{N}\), namely

\[
\Pi = \Sigma_0 \mathbf{N} \mathbf{N}, \quad \mathbf{T} = \mathbf{N} \cdot \Pi, \tag{3.1}
\]

and the conjugate strain measure is: \(\mathbf{F} - \mathbf{I}\). The relationship between the Biot and First Piola–Kirchhoff stress is

\[
\Pi_\beta = \frac{1}{2} \Pi^T \cdot \mathbf{R} + \mathbf{R}^T \cdot \Pi, \tag{3.2}
\]
where \( R \) is the rotation tensor in the polar decomposition of \( F \). The corresponding total potential energy per unit reference volume \( \hat{\mathcal{E}} \) can be written in terms of the internal energy per unit reference volume \( \hat{\mathcal{E}} \) as

\[
\hat{\mathcal{E}} = \hat{\mathcal{W}} - \mathbf{II}^T : (\mathbf{F} - \mathbf{I}) = \hat{\mathcal{W}} - \Sigma_0 (\mathbf{N} \cdot \mathbf{F} \cdot \mathbf{N} - \mathbf{I}),
\]

where \( \hat{\mathcal{W}}(\mathbf{C}, \mathbf{S}, \theta) \) is (for reasons of objectivity) a function of the Right Cauchy–Green tensor \( \mathbf{C} = \mathbf{F}^T \mathbf{F} \), internal shifts \( \mathbf{S} \), and temperature \( \theta \).

Of the nine dimensions of \( \mathbf{F} \) only six are required to determine \( \mathbf{C} \) and hence the crystal’s stress state (but not its spatial orientation). The remaining three dimensions involve two rigid-body rotations about axes in the specimen cross-section \( \mathbf{Y}_1 \) and \( \mathbf{Y}_2 \) which are required to match the prescribed load orientation, and one arbitrary rotation about \( \mathbf{N} \). The presence of an arbitrary rotation about \( \mathbf{N} \), which follows from the invariance of \( \hat{\mathcal{E}} \) with respect to rigid-body rotations \( \mathbf{Q} \) satisfying \( \mathbf{N} = \mathbf{I} \), can be eliminated by requiring

\[
\mathbf{Y}_2 \cdot \mathbf{F} \cdot \mathbf{Y}_1 = 0,
\]

where \( \{\mathbf{Y}_1, \mathbf{Y}_2, \mathbf{N}\} \) constitute an orthonormal triad with \( \mathbf{Y}_1, \mathbf{Y}_2 \) given directions within the plane initially perpendicular to \( \mathbf{N} \). The above requirement states that a material fiber initially along \( \mathbf{Y}_1 \) stays in the \( \{\mathbf{Y}_1, \mathbf{N}\} \) plane, i.e., \( \mathbf{F} \cdot \mathbf{Y}_1 \) is perpendicular to \( \mathbf{Y}_2 \).

The additional constraints to eliminate the remaining rigid-body degrees of freedom are found from the macroscopic equilibrium equations, i.e.,

\[
\frac{\partial \hat{\mathcal{E}}}{\partial \mathbf{F}} = \mathbf{F} \cdot \left( 2 \frac{\partial \hat{\mathcal{W}}}{\partial \mathbf{C}} \right) - \mathbf{II}^T = \mathbf{0},
\]

which, with the help of Eq. (3.1) and after contracting both sides by \( \mathbf{F}^T \), gives

\[
\mathbf{F} \cdot \left( 2 \frac{\partial \hat{\mathcal{W}}}{\partial \mathbf{C}} \right) \cdot \mathbf{F}^T = \Sigma_0 (\mathbf{N} \cdot \mathbf{F}^T).
\]

The symmetry of the left-hand side of the above equation (which one can recognize as being the Kirchhoff stress) implies the symmetry of the right-hand side, i.e., \( \mathbf{N} \parallel \mathbf{F} \cdot \mathbf{F} \) and hence dictates, from the orthonormality of \( \{\mathbf{Y}_1, \mathbf{Y}_2, \mathbf{N}\} \), that

\[
\mathbf{Y}_1 \cdot \mathbf{F} \cdot \mathbf{N} = \mathbf{Y}_2 \cdot \mathbf{F} \cdot \mathbf{N} = 0.
\]

The three independent constraints in Eqs. (3.4) and (3.7) can be used to regularize the equilibrium equations so that solutions to \( \frac{\partial \hat{\mathcal{E}}}{\partial \mathbf{F}} = \mathbf{0} \) provide isolated equilibrium paths stabilized with respect to rigid-body rotations that correspond to the physically motivated uniaxial loading path described here. A straightforward way to numerically implement the constrained
equilibrium equations is by a penalty-type approach using the following expression for $\tilde{\varepsilon}$:

$$
\tilde{\varepsilon} = \tilde{W} - \Sigma_{ij} (\mathbf{N} \cdot \mathbf{F} \cdot \mathbf{N} - 1) + \frac{1}{2} (Y_1 \cdot \mathbf{F} \cdot \mathbf{Y}_2)^2 + \frac{1}{2\tilde{e}} (Y_1 \cdot \mathbf{F} \cdot \mathbf{N})^2 + (Y_2 \cdot \mathbf{F} \cdot \mathbf{N})^2,
$$

where $1/\varepsilon$ is a penalty parameter. Notice, a penalty parameter is not required to eliminate the rigid-body constraint of Eq. (3.4) (see Jusuf, 2010), but one is necessary to impose the two constraints of Eq. (3.7). This stabilizes the equilibrium solutions subjected to compressive stresses with respect to rigid-body rotations. For this reason, the last two quadratic terms of Eq. (3.8) are associated with the small penalty parameter $0 < \varepsilon \ll 1$.

All results presented thus far correspond to equilibrium paths associated with an applied uniaxial Biot stress $\mathbf{II}_B = \Sigma \mathbf{NN}$ (conjugate to the strain $\mathbf{U} - \mathbf{I}$). However, the above uniaxial First Piola–Kirchhoff stress formulation more faithfully represents realistic experimental conditions. Consequently it is worth recalculating, at least for the loading direction $[1 1 0]_{B2}$ and at a fixed temperature $\theta = 1.2$, the final equilibrium paths for a fixed-axis-loading, i.e., along paths for which the crystal is subjected to a uniaxial First Piola–Kirchhoff stress $\mathbf{II} = \Sigma_{ij} \mathbf{NN}$ (conjugate to the strain $\mathbf{F} - \mathbf{I}$). The equilibrium path calculations are this time based on the energy density given by Eq. (3.8) and the results are shown in Fig. 14.

Comparing Fig. 9 (uniaxial Biot loading) to Fig. 14 (uniaxial First Piola–Kirchhoff loading), both calculated for the same $[1 1 0]_{B2}$ direction and at the same temperature, one does not find any appreciable difference between them. Indeed the two corresponding sets of graphs (the stress versus stretch and energy versus stress) overlay each other to the naked eye. This observation justifies \textit{a posteriori} the simplifying assumption of adopting a rotation-free equilibrium path for our calculations, since at least for our calculations, the influence of our \textit{particular uniaxial} stress measure does not significantly affect the results.

4. Summary and conclusions

A modeling approach, based on temperature-dependent atomic potentials and path-following bifurcation techniques, has recently been introduced by the authors (Elliott et al., 2002, 2006a, b), to study the temperature-induced martensitic phase transformations in stress-free, perfect, equi-atomic binary B2 crystals. The same theoretical framework is used here to investigate the influence of stress on the thermomechanical instability responsible for stress-induced martensitic transformation of the same crystals.

In Elliott et al. (2006a) a bifurcation diagram of the material model’s temperature-dependent, stress-free behavior was constructed. The high symmetry B2 cubic austenite structure’s equilibrium path was found to transition from stable to unstable as the temperature decreased past a critical value, at which several bifurcated equilibrium paths emerged. Upon continuation, one of these paths becomes stable for lower temperatures, where the B2 phase is unstable at the same temperature. Furthermore, this path corresponded to the orthorhombic B19 crystal structure, which is a SMA martensite phase found in equi-atomic binary crystals.

In this work, a continuation of some preliminary investigations by Elliott (2007), the imposition of a uniaxial stress on the cubic B2 austenite crystal lowers the symmetry of the system, thus leading to a dramatic increase in the number of critical points found along the principal B2 path. This, in turn, results in a multitude of secondary paths bifurcating from the principal one with a large set of critical points found along each secondary path, and so on. Using continuation methods to follow all bifurcated equilibrium branches (the current investigation accounts for all branches up through the quartary paths within a large window in temperature and stress space), hundreds of paths have been identified.

Consequently, one needs to determine which of these numerous equilibrium solutions are plausible reversible martensitic transformations. By investigating the stability of each branch, using the phonon and Cauchy–Born stability criteria discussed in Elliott et al. (2006b), one can eliminate most of the equilibrium paths as unstable. The final task is to determine which of the remaining stable equilibrium path segments, still relatively numerous, are possible reversible martensitic transformations. This selection relies on the \textit{maximal Ericksen–Pitteri neighborhood} (max EPN) concept, a kinematic concept which selects those equilibrium solutions with lattice deformations which are closest to the reference austenite phase and thus likely to result in a reversible transformation.
It turns out that only one stable structure, a distorted αIrV crystal structure, is a martensitic transformation candidate within the max EPN of the austenite principal path in an appropriate stress window. Further investigation of the energy density of the corresponding configurations shows evidence of a phase transformation between the higher symmetry austenite and lower symmetry martensite paths and the existence of a hysteretic stress–strain loop under isothermal load–unload conditions. While the transformation strains calculated are reasonable compared to typical SMAs, the perfect crystal model over-predicts the critical stresses as well as the Clausius–Clapeyron slope when compared to experimental values measured from real polycrystalline samples. However, we believe that more sophisticated multiscale models are required to obtain quantitative agreement with this type of experimental data.

In conclusion, the present work is the first (to the best of our knowledge) that, using branch-following bifurcation techniques, has demonstrated the existence of both temperature-induced and stress-induced PTs—with the correct qualitative thermal and mechanical trends—in an atomistic perfect crystal model.
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Appendix A

A.1. Kinematics considerations

For the perfect bi-atomic lattices considered here, their stable, austenite stress-free configuration at the reference temperature is a B2 crystal structure. A four-lattice unit cell of the B2 structure—depicted in Fig. A1(a) in the (1 2 3) cubic symmetry axes system—is used (see Elliott et al., 2006a; Guthikonda and Elliott, 2008). However, a more convenient representation of the corresponding unit cell can be achieved in the system that is rotated by 45° about the 3-axis—the unit cell in the (xyz) system shown in Fig. A1(b). This Cauchy–Born kinematic description has 15 degrees of freedom, six for the uniform right stretch tensor \( \mathbf{U} \) and nine for the three internal shift vectors \( \mathbf{S}[1], \mathbf{S}[2], \mathbf{S}[3] \). The reference lattice vectors for this description, oriented at 45° to the original cubic basis \( \mathbf{G}_1, \mathbf{G}_2, \mathbf{G}_3 \), are

\[
\mathbf{G}_x = \mathbf{G}_1 + \mathbf{G}_2, \quad \mathbf{G}_y = -\mathbf{G}_1 + \mathbf{G}_2, \quad \mathbf{G}_z = \mathbf{G}_3.
\]

The reference position vectors (see Eq. (2.1)) are given by

\[
\mathbf{X}^f = \mathbf{X}^\ell + \mathbf{P}^0, \quad \mathbf{X}^\ell = \ell^x \mathbf{G}_x + \ell^y \mathbf{G}_y + \ell^z \mathbf{G}_z, \quad \mathbf{P}^0 = 0, \quad \mathbf{P}^1 = \frac{1}{2} \mathbf{G}_x + \frac{1}{2} \mathbf{G}_z, \quad \mathbf{P}^2 = \frac{1}{2} \mathbf{G}_x + \frac{1}{2} \mathbf{G}_y, \quad \mathbf{P}^3 = \frac{1}{2} \mathbf{G}_y + \frac{1}{2} \mathbf{G}_z.
\]

Fig. A1. Four-lattice model: (a) 123 cubic coordinate system, (b) xyz tetragonal coordinate system.
Unfortunately, this set of kinematics is not able to fully express the cubic symmetry of the reference configuration. In particular, the 120° and 240° rotations about the \([1 1 1](123)\) axis, map the four-lattice unit cell into two distinct (inequivalent) four-lattice representations of the B2 structure. This is illustrated in Fig. A2. Because each of the three four-lattice representations are inequivalent they lead to different lattice configurations under stress. For this reason, the uniaxial stress state was applied separately to each of the three inequivalent four-lattice representations.

A.2. Potential choice

The general methodology described above is applicable to any type of atomic potential. Here, we aim to study the thermoelastic behavior of the alloy without explicitly simulating the kinetic energy of the atoms. Therefore, a set of “effective” interaction potentials (EIPs) are postulated to exist at each temperature. The intent of these phenomenological EIPs is to capture the dominant characteristics of the material’s free energy, including both potential energy and entropic effects. Accordingly, Eq. (2.6) should be understood to provide the essential structure of the alloy’s Helmholtz free energy (as a function of configuration and temperature). Additional entropic-based terms may be required to ensure that the material model satisfies all standard thermodynamic requirements (as shown recently by Guthikonda and Elliott, 2008, 2009, in press), but these effects are not expected to significantly alter the energy landscape defined by Eq. (2.6).

For simplicity, temperature-dependent pair potentials are used here. Despite the known shortcomings of pair potentials, they have been used successfully in modeling the behavior of lattice-level instabilities related to phase transformations in perfect crystals. More specifically, a set of temperature-dependent Morse pair potentials is adopted to model typical bi-atomic SMAs such as NiTi and AuCd. The current atomic interaction model is a slightly modified version of that used by Elliott et al. (2006a). The general form of the potential is

\[
\phi(r; \theta) = A \left\{ \exp \left[ -2B \left( \frac{r}{r(\theta)} - 1 \right) \right] -2\exp \left[ -B \left( \frac{r}{r(\theta)} - 1 \right) \right] \right\},
\]

\[
\tilde{r}(\theta) = (r_0 + r_0(\theta-1))(t_0 + t_0(\theta-1)),
\]

where \(A, B, r_0, r_0, t_0, t_0\) are bond parameters, and \(\theta \equiv T/T_{\text{ref}}\) is the normalized temperature. The reference temperature is taken to be \(T_{\text{ref}}=300\) K. In this work the pair-equilibrium separation \(\tilde{r}(\theta)\) is taken to be a quadratic function of the normalized temperature, instead of the linear function used previously. This modification provides the material model with enough flexibility to fit the thermal expansion coefficient of a given material. For the binary material considered here a set of three potentials is required, \(\phi_{00}, \phi_{11}, \phi_{01}\), corresponding to pair-interactions between two 0 atoms, two 1 atoms, and interactions between a 0 atom and a 1 atom, respectively. The particular values of the six parameters for each of these potentials is given in Table A1. These parameters were chosen in a manner similar to that described in Elliott et al. (2006a), and the thermal expansion coefficient of NiTi austenite (B2 cubic structure) at the reference temperature (\(\theta = 1\)) was matched by the choice of \(r_0\) and \(t_0\) for the three bonds.
The work of Guthikonda and Elliott (2008) considers the sensitivity of the Morse potential model for B2-type alloys. There it is found that the qualitative features of the energy landscape are highly robust to parameter variations. Consequently, the stable crystal structures discovered in this work remain stable over a remarkably wide range of the Morse potential's constants.
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