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Abstract

This paper proposes a novel method to establish and identify a probability density function characterizing the fatigue lifetime. The method is initiated with a quantitative analysis of the microstructure of the material, which provides the initial probability distribution of defects. After identifying a given probability density function of defects, one can transport it into a lifetime probability density function using a growth law involving a measure of the loading over a cycle. Several parameters of the growth law are finally estimated from a given set of fatigue experiments on specimens and several techniques are discussed. The method is applied on real defect observations and lifetime data. The estimated lifetimes using the novel technique is of similar quality with standard estimation providing the probability density function of lifetime as an additional output. This output can be used directly as an input in a stress–strength interference method.

1. Introduction

The search for performance in lightweight and environmentally-friendly structures leads automotive companies to choose aluminum alloys as the preferred material for engine parts like pistons, cylinder blocks and cylinder heads. Among aluminum alloys, the A3XX series which contains components like silicon, magnesium and/or copper is commonly used due to its high strength to weight ratio, good machinability, corrosion resistance, optimum surface finish as well as its high thermal conductivity [1]. In the 3xx series, the A356 alloy is the preferred choice due to its enhanced tensile strength after heat treatment. Another popular choice for the manufacturing of cylinder heads and engine blocks is the A319, due to its excellent casting characteristics. The later also associates good mechanical properties to low cost component production, crucial energy efficiency and concomitant environmental benefits [2,3].

Cylinder heads have become one of the critical components during the last years in the engine design process, due to the increase of in-service temperatures combined to the mass decrease imposed by the environmental constraints. The main concern of the cylinder head is thermomechanical fatigue (TMF) as mentioned elsewhere [4–7]. The die casting process (DC) was commonly used to produce cylinder heads but has been recently often replaced with the Lost Foam Casting (LFC) process. Indeed, if the die casting process produces geometrically complex metal parts through the use of reusable molds, Lost Foam Casting permits to further reduce process cost and participates to the weight reduction goals by permitting much more degree of freedom (smaller radius in the geometries, complex shape, etc.). However Lost Foam Casting comes with a considerable change in the microstructure of the material. The major specificity of this process is indeed its relatively slow cooling rate when compared to the die casting process, i.e. 0.8 °C/s compared to 30 °C/s respectively [8]. The difference in cooling rate creates a coarser microstructure when measured in term of Dendrite Arm Spacing (DAS) or LFC alloys. Besides, residual porosity and inclusions (intermetallics, oxides), formed during the degradation of the polymeric pattern [9,10], are increased and clustered. Even if these phenomena do not reduce the overall mechanical properties of the material, they have an important impact on lifetime of components during in-service loadings.

Lifetime assessment of structures subjected to TMF is often a complex process due to the diversity and complexity of the involved mechanisms: plasticity, viscosity, microcrack propagation, etc. In spite of important advances in the field, the expressions of TMF criteria remain phenomenological and rarely take into account of the underlying microstructure. For instance, Weick and Aktaa [11] and Yamauchi et al. [12] analyzed a series of isothermal biaxial and thermal strain-controlled tests, respectively, which were conducted on tubular samples and proposed modified versions of the Manson-Coffin Low Cycle Fatigue criterion. Zouani et al. [13] developed an isothermal biaxial stress controlled...
The material studied in this paper is an aluminum–silicon alloy widely used in the automotive industry, A319, without heat treatment and obtained by a LFC process. Its chemical composition is given in Table 1. The exposure of this alloy at high temperature (above 150 °C) leads to a modification of its microstructure and mechanical properties as already discussed in [28,29]. Let us remark that the TMF of engine parts, defined as the initiation of microcracks and as such affect the fatigue lifetime prediction model is proposed. The model in-cludes both micro-initiation and micro-propagation and provides a modified Morrow criterion. Other examples can be found in Socie and Fatemi [14,15]. Moreover, the extensions of Chab-oche’s initial formulation based on continuum damage mechanics [5,16,17] and energy-based formulations [18,19] could also be cited. Modifications of fatigue criteria based on the dissipated energy per cycle were also proposed for example in Park and Nelson [20] and in a series of papers by Amiable et al. [21,22]. The proposal by Amiable et al. [21] includes the maximal hydrostatic stress in the modification and has been recently compared with other criteria on steel in Fissolo et al. [23–25]. In the automotive industry, numerous phenomenological contributions in TMF lifetime assessment could also be found especially for aluminum alloys [5,17,26,18] and a recent comparison of some TMF criteria in [27] for LFC alloys. In spite of the recent development, there is still demand to better link between lifetime and the material microstructure. The objective of this paper to propose a step in this direction, by relating the variability of the microstructure with the one of lifetimes.

This article discusses in a first part a quantitative analysis of the microstructure of the A319 LFC alloy in terms of porosity. The analysis is based on Scanning Electron Microscopy (SEM) observations and digital postprocessing. The observed statistical distribution of porosities and intermetallics are then represented using different probability density functions. This initial distribution of defects, porosities and intermetallics are assumed to represent the precursors to the initiation of microcracks and as such affect the fatigue lifetime. In the second part, starting from the distributions of defects a fatigue lifetime prediction model is proposed. The model includes both micro-initiation and micro-propagation and provides a modified Morrow criterion. The dissipated energy per cycle ranges are detailed in Table 2. All tests were conducted with a mechanical strain rate of $\dot{e} = 10^{-3} \text{ s}^{-1}$. 

### 3. Quantitative analysis of microstructure

#### 3.1. SEM observations analysis

The basic microstructure of the studied A319-LFC alloy consists of Al–Si eutectics, Iron containing $\alpha$-AlFeSi ($\text{Al}_{15}\text{Fe}_7\text{Mn}_2\text{Si}_5$) and $\beta$-AlFeSi ($\text{Al}_6\text{Fe}_5\text{Si}_4$) phases and Copper based eutectic $\beta$-Al–Al$_3$Cu phases (see Tabibian et al. [29] for further details). Although all components may play a role in the microstructural damage mechanisms leading to fatigue, we assume that main role is played by the porosity in the cases studied next. This assumption is justified by the observation that micro-shrinkage zones are preferential initiation sites in terms of thermomechanical fatigue, due to their morphology. Therefore, only the statistical distribution of these microstructural defects will be discussed in the sequel.

Several material specimens extracted from fire decks of LFC cylinder heads have been analyzed by scanning electron microscopy (SEM). The obtained images were processed using the ImageJ software (http://rsb.info.nih.gov/ij/) following a precise procedure for counting the number and measuring the size of the pores. The evolution of the images obtained during the different steps of the image processing procedure are displayed in Fig. 2.

The protocol involves four steps:

1. **Contrast and Brightness**: in the first step, the image is processed to optimize contrast and brightness in order to heighten the pores. The parts of the SEM picture corresponding to very dark areas outside of the specimen are removed to facilitate the treatment (top left panel in Fig. 2(1)).
2. **Grayscale threshold**: in the second step, the image is processed using a low/high threshold filter. This filtering is needed for the automatic edge detection and insures

### Table 1

<table>
<thead>
<tr>
<th>Element</th>
<th>Si%</th>
<th>Mn%</th>
<th>Fe%</th>
<th>Mg%</th>
<th>Cu%</th>
<th>Zn%</th>
<th>Ti%</th>
<th>Ni%</th>
<th>Sr ppm</th>
<th>P ppm</th>
<th>V%</th>
<th>Zr%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7.18</td>
<td>0.15</td>
<td>0.43</td>
<td>0.32</td>
<td>3.17</td>
<td>0.19</td>
<td>0.05</td>
<td>0.010</td>
<td>0.020</td>
<td>0.010</td>
<td>0.006</td>
<td>0.002</td>
</tr>
</tbody>
</table>
accurate morphology measurements. This step should be performed with care in order to distinguish between porosities, inclusions and other possible defects.

(iii) A Feret diameter: the Feret diameter $d_f$ is defined as the largest distance between two points lying in a closed curve. In the case of the porosities, the Feret diameter is computed using the contours computed by edge detection defined in the previous steps (see Fig. 1(1)). This diameter is a classic indication of size in terms of particle analysis [36].

(iv) Equivalent ellipse size: finally, for each of the identified porosities, the software calculates an equivalent ellipse (Fig. 2(4)) that has the same area, the same perimeter (so the same circularity) and also the same orientation as the original porosity as seen in Fig. 1(2). The study of this ellipse perigee and apogee is a second information about the pore size.

The results presented next correspond to the study of an area of approximately $\approx 60 \, \text{mm}^2$ that is analyzed within 8 images (Fig. 3). The studied regions corresponds to the intervalve bridge zone of an automotive cylinder head, which is critical under start-idle-stop TMF loading of the engine. Various statistical information about the porosities are summarized in Table 3.

Pores with an area smaller than $2 \times 2$ pixels, corresponding to $\approx 60 \, \mu\text{m}^2$ were not taken into account, as their nature could not be properly defined due to the pictures resolution. This rule is in accordance to crack initiation observations. The crack initiation seems indeed to appear closer to substantially larger objects. The maximum area observed here for a porosity is 131,000 $\mu\text{m}^2$ that is analyzed within 8 images (Fig. 3). The studied regions corresponds to the intervalve bridge zone of an automotive cylinder head, which is critical under start-idle-stop TMF loading of the engine. Various statistical information about the porosities are summarized in Table 3.

The choice of an exponential distribution conducts to a overall better correlation as displayed in Fig. 4(2) (here, real values of the sample Feret diameters are directly used). Let us recall that the expression of the probability density function of an exponential distribution is:

$$p(a) = \lambda \exp(-\lambda a)$$

The constant $\lambda$ can easily be identified from the 248 experimental observations as it represents the inverse of the mean value of the sample, defined for a discrete series of porosities $a_i$, $i = 1, n$ as:

$$\lambda = \left(\frac{1}{n} \sum_{i=1}^{n} a_i\right)^{-1}$$

The parameters characterizing the distribution of porosities for exponential and log-normal distribution are given in Table 4. The values are given for porosity size expressed in terms of the Feret diameter or the apogee of equivalent ellipse. Figs. 5 and 6 display the bins (frequency histograms) for the Feret diameter and the apogee of equivalent ellipse, respectively, and the corresponding distribution type: exponential and log-normal. The observed pore sizes and the chosen distributions coincide over a large range in the middle range of pore sizes. The errors for large values, are acceptable as a statistical analysis of the parts under discussion showed the bigger porosities rarely occur and can be neglected for design. Furthermore, Figs. 5 and 6 also highlight the different representations given by the exponential and log-normal for very small porosities, which does not influence the results discussed next.

### 4. From defects to lifetime

The distribution of defects in the material, i.e. the distribution of pore size $a$ defined by the Feret diameter or the apogee of an equivalent ellipse, characterizes the resistance of the structure against TMF and is estimated in the previous section using two kinds of probability density functions. Let us further assume that defects will grow to a critical size following a growth-law of the Paris type. The combination of the probability density function of the pore size will be transformed by the growth-law into a probability density function of the number of cycles to failure, provided a critical size representing the failure is also introduced.

In accordance with prior studies for cast aluminum alloys [31,32], let us assume the following deterministic defect growth

### Table 2

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Number of tests</th>
<th>$\Delta n$ (%)</th>
<th>Number of cycles to failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>7</td>
<td>0.1–0.6</td>
<td>200–10,000</td>
</tr>
<tr>
<td>200</td>
<td>14</td>
<td>0.1–0.5</td>
<td>40–16,000</td>
</tr>
<tr>
<td>250</td>
<td>14</td>
<td>0.1–0.3</td>
<td>100–6,000</td>
</tr>
</tbody>
</table>
law, defining the number of cycles to failure $N_f$ in terms of a fatigue parameter $\phi$, an initial and a final defect size, $a$ and $a_f$:

$$N_f = \left( \frac{\phi}{k} \right)^{\frac{1}{m}} \left( a_f^{1-m} - a^{1-m} \right)$$

where $k$ and $m$ are real positive valued parameters with $m$ considered superior to 1. The initial defect is a pore or an inclusion of size $a$ while the final defect has size $a_f$. The final defect is associated with a critical or unacceptable crack for the part under scrutiny. The size of a macroscopic crack on a laboratory fatigue test specimen that induces final failure is in mm size, while on a structure final failures are induced by cm or dm size cracks. These values are
consistent with post-mortem fatigue specimen observations in [33]. In high cycle fatigue studies critical macroscopic crack length was reported 1–2.5 mm range, depending on the applied stress level [30]. In order to keep a conservative lifting position choose here a final length $a_f$ of 1 mm.

Pores are here assumed to be the defects in the microstructure that will create stresses concentration zones favorable to the initiation and propagation of fatigue microcracks. Their size can therefore be used as an estimation of the distribution of initial defect length. This hypothesis seems consistent with observations made on postmortem tested specimens for which one can notice that microcracks are concentrated around porosities just as seen in Fig. 7.

The fatigue parameter $\phi$ in Eq. (5) represents the thermomechanical fatigue loading conditions and is a measure of the stabilized cycle as defined in [34]. The particular form of $\phi$ used next is the dissipated inelastic energy density per cycle compensated by the maximal hydrostatic stress as defined in [24,25]:

$$\phi = \Delta W + a \sigma_{\max}^H$$  

with $a$ a material parameter. We recall that:

$$\Delta W = \int_{\text{cycle}} \sigma : \varepsilon_{\text{inelastic}} \, dt$$  

$$\sigma_{\max}^H = \max_{\text{cycle}} \frac{1}{3} \text{tr} \sigma$$

The efficiency of this fatigue parameter for deterministic lifetime prediction has been discussed for the lost foam aluminum alloys in [27,29] with a good match between calculated and measured lifetime and, in the following, the value of $a$ identified by Tabibian et al. [29] on the A319 aluminum alloy is used. However, this particular choice does not interfere with the generality of the proposed method. For a given damage parameter $\phi$, the expression in Eq. (5) always defines the lifetime $N_f$ as a function of $a$, a functional dependence that could be expressed as $N_f = \eta(a, \phi)$ and $a = \eta^{-1}(N_f, \phi)$. If the size of the initial defect $a$ is assumed to be represented by a probability density function $p_a$, it then follows that

Table 4

<table>
<thead>
<tr>
<th></th>
<th>Exponential distribution</th>
<th>Log-normal distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feret diameter</td>
<td>$\lambda = 23.134$</td>
<td>$\sigma = 0.991; \mu = -3.264$</td>
</tr>
<tr>
<td>Apogee of equivalent ellipse</td>
<td>$\lambda = 17.808$</td>
<td>$\sigma = 0.415; \mu = -1.481$</td>
</tr>
</tbody>
</table>

Fig. 4. Quantiles versus Quantiles plot for a lognormal assumption (1) and an exponential assumption (2) in the case of the Feret diameter analysis.

Fig. 5. Histogram of the Feret diameter and the identified exponential and lognormal distributions.

Fig. 6. Histogram of the apogee of the equivalent ellipse and identified exponential and lognormal distributions.
the lifetime (number of cycles to failure) can equally be represented as a probability density function \( p_F \) with \( N_f \) as a random variable.

The relation between the probability density functions \( p_A \) and \( p_F \) is a change of variables described by:

\[
p_F = \frac{1}{(\eta^{-1})} p_A \circ \eta^{-1}
\]

where \( \circ \) stands for the derivative of the function. The normalization is needed in order to insure that the total measure of the probability is one, i.e. \( \int p_F = 1 \).

This relation defines the probability density function of the lifetime as a function of the number of cycles to failure \( N_f \) as a random variable and the fatigue parameter \( \phi \) as a condition. The conditional probability can be expressed as:

\[
p_F = p_F(N_f | \phi)
\]

Let us recall that the initial distribution of defect sizes \( p_A \) is considered as given (log-normal or exponential). If \( p_A \) has a closed form expression then \( p_F \) has equally a closed form expression. The mathematical inference of the analytical form of this distribution is presented in Appendix A. In the case where \( p_A \) is lognormal, then \( p_F \) is equal to:

\[
p_F = \frac{\left(\frac{\phi}{K}\right)^m}{1 - m} \cdot \frac{1}{\sigma \sqrt{2\pi}} \cdot \left[ a_i^{-m} + N_f \left(\frac{\phi}{K}\right)^m \right]^{m-1} \cdot \exp \left[ -\frac{1}{2} \left( \frac{\ln a_i^{-m} + N_f \left(\frac{\phi}{K}\right)^m}{\sigma} - \mu \right)^2 \right]
\]

If \( p_A \) is exponential then \( p_F \) takes the following form:

\[
p_F = \frac{\lambda}{1 - m} \cdot \left[ a_i^{-m} + N_f \left(\frac{\phi}{K}\right)^m \right]^{m-1} \cdot \exp \left[ -\frac{\lambda}{\sigma} \left( a_i^{-m} + N_f \left(\frac{\phi}{K}\right)^m \right) \right]
\]

Therefore, the probability density function \( p_F \) depends directly on the material parameters \( m \) and \( k \) defining the microcrack growth-law (see Eq. (5)). These parameters can now be identified from a series of \( n \) experimental data pairs: \( \{ (N_f^{(i)}, \phi^{(i)}) | i = 1, n \} \) and the identification can be performed using different methods. Two particular ones have been chosen here:

(i) maximizing likelihood:

\[
(m, k) = \arg \max_{m, k} \Pi_{i=1}^n P_F \left( N_f^{(i)}, \phi^{(i)} \right)
\]

which is one of the standard techniques to identify probability density functions from experimental data [35,37]. This optimization allows accessing the values of the \( m \) and \( k \) parameters without any a priori choice on the criterion form since it is only a maximization of the probability of occurrence of the experimental database. We chose therefore to represent the criterion function – referred as the lifetime line – as the line connecting either the median number of cycles to failure or the maximum probability value for \( p_F \) to a given fatigue parameter \( \phi \).

(ii) minimizing distance between experiments and lifetime line:

The fatigue criterion, referred as the lifetime line, is defined here as the locus of most probable lifetime \( N_f \) for a given fatigue parameter \( \phi \). Taking into account maximal property of \( p_F \) at the most probable lifetime, the locus is defined by the implicit equation:

\[
\frac{\partial p_F}{\partial N_f}(N_f, \phi) = 0
\]

If the solution of this equation is written as \( \phi(N_f) \), minimizing the distance conducts to the following least squares problem:

\[
(m, k) = \arg \min \sum_{i=1}^n \left( \phi^{(i)} - \phi(N_f^{(i)}) \right)^2
\]

In this case, the optimization process provides both the unknown parameters \( m \) and \( k \) of the problem but also the lifetime fine, which is actually the fatigue criterion.

5. Results and discussion

A series of fatigue criteria have been identified from an experimental TMF database on over-aged specimens. The criteria have been identified using all possible choices between the discussed options:

(i) pore size measurement: Feret diameter or apogee of equivalent ellipse;

(ii) probability distribution: lognormal or exponential;

(iii) optimization method: maximum likelihood or least-square minimization.

Each of the identified criteria is represented by the same probability distribution given in Eq. (5) but with varying material parameters values for \( m \) and \( k \). The identified parameters and the corresponding choices in the method are displayed in Table 5.

The results expressed in terms of estimated versus experimental fatigue lifetime (see Figs. 8 or 9 for example) show that the initial choice of probability density function for the pore-size (exponential or lognormal) has a negligible impact on the final

*Fig. 7. Fatigue cracks around pores in A319 LCF specimen.*
result. A similar observation is valid for the choice of the measure of the pore size (Feret or ellipse apogee).

For a given optimization method of identifying the value of the $k$ and $m$ parameters — the maximum likelihood estimator — only a small value variation has been observed between a log-normal and an exponential distribution for the pores size statistic based on the Feret diameter (see Table 5). Values of the parameters $k$ and $m$ differ by about 2%, which induces only minor differences in terms of average lifetime: an average estimation gap of 49 cycles is recorded for an average numerical lifetime of 1609 cycles for the exponential distribution, i.e. approx. 2%. Differences are more striking for the distribution of pores size based on the equivalent ellipse apogee in terms of $k$ and $m$ values. In spite of these differences, lifetime estimations stay close together and can be neglected. The two different choices of statistical distributions leads to an estimated lifetimes that differs by 37 cycles for a average lifetime of 1583 cycles in the case of the exponential distribution, i.e. approx. 2.5%.

The comparison of the different mathematical methods employed is represented in terms of estimated versus measured lifetime in log/log plot. The criterion is considered satisfactory, if the predicted number of cycles to failure is between half and double experimental lifetime, denoted at the relevance interval.

The parameters identified by a maximum likelihood did not provide fully satisfactory results. The fatigue criterion build as the locus of median of predicted lifetime distributions delivered the best results. However, even in this case, 10 results out of 35 (29%) lied outside the relevance interval as displayed in Fig. 8. The criterion built as the locus of maximum probability provides unsatisfactory results as 18 points lie outside the relevance interval (52%) as displayed in Fig. 9.

Moreover, as it can be seen in Fig. 12, that these two identified criteria are poorly positioned with respect to the experimental points. We can state that they have a strong tendency to overestimate the lifetime for high values of $\phi$ and underestimate it for lower values of $\phi$. This can be justify, by the a relatively small number for a precise statistical answer (database containing only 35 elements).

As seen in Fig. 10, we observe maximum probability values higher for high values of $\phi$ than for low values of $\phi$ of the fatigue parameter. The standard deviations of the distributions tend to grow for small values of $\phi$, which implies that the tests corresponding to high values of $\phi$ are considered as more important in the maximum likelihood estimation process, i.e. with a higher probability value for which variations would have a more severe impact on the likelihood computation. Moreover, the maximum of the likelihood function is here generally obtained for pairs of parameters $(k, m)$, located in areas where

### Table 5

<table>
<thead>
<tr>
<th>Image analysis</th>
<th>Pores distribution</th>
<th>Optimization process</th>
<th>Identified $k$</th>
<th>Identified $m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Feret diameter</td>
<td>Log-normal</td>
<td>Maximum likelihood</td>
<td>3.929</td>
<td>1.765</td>
</tr>
<tr>
<td>Feret diameter</td>
<td>Exponential</td>
<td>Maximum likelihood</td>
<td>4.024</td>
<td>1.734</td>
</tr>
<tr>
<td>Ellipse apogee</td>
<td>Log-normal</td>
<td>Maximum likelihood</td>
<td>3.377</td>
<td>1.789</td>
</tr>
<tr>
<td>Ellipse apogee</td>
<td>Exponential</td>
<td>Maximum likelihood</td>
<td>4.804</td>
<td>1.718</td>
</tr>
</tbody>
</table>

---

**Fig. 8.** Computed versus experimental lifetime – Computed values are the median of the lifetime distribution for Feret exponential pores size distribution identification (identification obtained by maximum likelihood).

**Fig. 9.** Computed versus experimental lifetime – Computed values correspond to the maximum probability of the lifetime distribution for Feret exponential pores size distribution (identification obtained by maximum likelihood).

**Fig. 10.** Lifeline and experimental results observation with the evolution of the probability of failure densities for each value of $\phi$ – Feret exponential pores size distribution (identification obtained by minimizing the distance between experiments and the lifetime line).
the gradient of the likelihood function is close to zero, with a large margin error.

Finally, we can state that the least squares optimization computing the fatigue criterion as the locus of the maximum probability gives the best results. Fig. 11 shows that this method keeps only 3 fatigue results out of the relevance interval and provides therefore 92% of satisfactory results. The least squares method seems to be more appropriate taking into account the size of our experimental basis, as it distributes all the experimental points closer to the maximum probability independent of their value. This good agreement between experience and model is displayed in Fig. 12.

The proposed method supplies the lifetime estimates as effectively as the deterministic criterion proposed for example by Tabibian et al. [27]. However, the additional information in the probability density functions of failure is an important improvement. It is now possible to estimate the variation of the fatigue strength of the material and to compute confidence intervals on the estimated lifetime.

For a fatigue parameter $\phi$ equal to 0.311, there are three experimental tests that have lifetimes respectively equal to 560, 1100 and 1550 cycles. The median lifetime given by the criterion is 11,950 cycles while the most probable lifetime is 950 cycles. In order to interpret the result let us further remark that the decrease of the probability with the number of cycles is very slow: the probability of failure at 4000 cycles is $4.95 \times 10^{-5}$ while at 10,000 it is $2 \times 10^{-5}$ and decrease at 30,000 cycle only to $5.4 \times 10^{-6}$. However an inspection of the cumulative probability function, show that the 50.

Fig. 13 shows that the cumulative failure distribution for this value of the fatigue parameter $\phi$ predicts only a 20% failure probability between 1 and 2650 cycles or between 2650 and 7250 cycles. On the same figure are equally displayed three lifetimes corresponding to structural tests effectively breaks. One can remark that they lie within the region with a highest failure probability.

The failure probability remains high for large lifetimes, in spite of the observed experimental results. These lifetime correspond to very small defect size, which have not been precisely observed and for which the growth law should be modified in the future.

One can conclude that this measure of the TMF strength is an interesting advancement for the stress–strength reliability analysis of a structure as proposed in [38].

![Computed versus experimental lifetime](image1)

**Fig. 11.** Computed versus experimental lifetime – Computed values correspond to the maximum probability of the lifetime distribution for Feret exponential pores size distribution (identification obtained by minimizing the distance between experiments and the lifetime line).

![Criterion criterion line](image2)

**Fig. 12.** The criterion criterion line obtained using different mathematical optimization methods: maximum likelihood and median, maximum likehood and maximum probability and least squares minimization.

![Probability density](image3)

**Fig. 13.** Probability density for a fatigue parameter of $\phi = 0.311$ expressed as failure probability and cumulative failure probability in panels (a) and (b) respectively.
6. Conclusions

This paper proposes a novel method to estimate the probability density distributions of thermomechanical fatigue lifetime, based on the estimation of defects probability density throughout the analysis of SEM images. For an A319 lost foam casted aluminum alloy, pores are identified as the most serious defects for thermomechanical fatigue. Log normal or exponential distributions give a good representation of the variability of the pore size, represented by their Feret diameter. A lifetime probability density function is proposed thanks to a criterion involving a fatigue parameter $\phi$, representative of the TMF loading condition (inelastic energy density dissipated per cycle combined with the maximal hydrostatic pressure) and a crack growth law. The criterion parameters are optimized to have the estimated lifetimes that match with the experimental observations. The proposed criterion provided predictive results for the studied A319 aluminum alloy used for automotive cylinder heads while lifetime probability are explicitly computed to be used as an input to a stress–strength interference method.

The model discussed is based on a series of material assumptions, i.e. type and shape of defects and their evolution law during cycling, which have to be adapted each time the method is extended towards a class of materials. However, fatigue life of several classes of materials cannot be analyzed using this framework, as for example materials failing just under cyclic loading of transgranular slip bands. In this cases new ways of including a material variability have to be imagined.
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Appendix A. Closed form solutions for the probability density functions

\[
P_{N,MW+\sigma_{\text{max}}}(t) = \int \frac{\partial s}{\partial \eta} \mid_{s} dw(s)
\]

Introducing $s$ as the initial pore size in the Eq. (5):

\[
n = \left( \frac{\Delta W + \sigma_{\text{max}}}{\gamma} \right)^{\frac{2}{3}} \left( 1 - \frac{1}{\alpha} \right)
\]

\[
s = \left( \frac{\Delta W + \sigma_{\text{max}}}{\gamma} \right)^{\frac{2}{3}} \left( 1 + \frac{1}{\alpha} \right)
\]

and consequently:

\[
\frac{\partial s}{\partial \eta} = \frac{2}{z - m} \left( n \left( \frac{\Delta W + \sigma_{\text{max}}}{\gamma} \right)^{\frac{2}{3}} + \frac{1}{\alpha} \right)^{\frac{2}{3}} \left( \Delta W + \sigma_{\text{max}} \right)^{\frac{2}{3}}
\]

which gives us:

\[
P_{N,MW+\sigma_{\text{max}}}(t) = \frac{2\lambda}{2 - m} \left[ n \left( \frac{\Delta W + \sigma_{\text{max}}}{\gamma} \right)^{\frac{2}{3}} + \frac{1}{\alpha} \right]^{\frac{2}{3}} \left( \Delta W + \sigma_{\text{max}} \right)^{\frac{2}{3}} \times \exp \left( -\lambda \left[ n \left( \frac{\Delta W + \sigma_{\text{max}}}{\gamma} \right)^{\frac{2}{3}} + \frac{1}{\alpha} \right]^{\frac{2}{3}} \right)
\]


